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• Condor	
  Scheduler	
  
• Opportunis(c	
  
• Serial	
  jobs	
  only	
  
• x86	
  
• x86_64	
  
• PPC	
  
• Clusters	
  
• Desktops	
  
• Mixed	
  Storage	
  
• www.sc.fsu.edu/
compu(ng/
general-­‐access/
batch	
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• SGE	
  Schedular	
  
•  (will	
  be	
  MOAB)	
  
•  Interac(ve	
  
• Short	
  Serial	
  jobs	
  
• Some	
  support	
  for	
  
GPUs	
  to	
  support	
  
high-­‐end	
  vis	
  

• Some	
  	
  support	
  for	
  
GPUs	
  to	
  support	
  
CUDA/OpenCL	
  

• Lustre	
  Storage	
  
• www.sc.fsu.edu/
compu(ng/
general-­‐access/
interac(ve	
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• MOAB/Torque	
  
• Parallel	
  
environment	
  

•  Infiniband	
  for	
  MPI	
  
• 3000+	
  cores	
  
• 3Leaf	
  Shared	
  
memory	
  	
  machine	
  
(132	
  cores,	
  .5	
  TB	
  
mem)	
  

• Smaller	
  Shared	
  
memory	
  
Machines	
  

• Panasas	
  Storage	
  
• www.hpc.fsu.edu	
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• 3D	
  stereo	
  VisWall	
  
• 3D	
  stereo	
  
worksta(ons	
  

• Vis	
  soeware	
  
• DSC	
  Panasas	
  
Storage	
  

• www.sc.fsu.edu/
compu(ng/
general-­‐access/
visualiza(on	
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High	
  Throughput	
  Compu(ng	
  (HTC)	
  
What	
  is	
  it?	
  

•  Up	
  to	
  1000	
  Total	
  CPUs	
  in	
  the	
  “Flock”	
  
–  684:	
  X86	
  64-­‐bit	
  Linux	
  
–  218:	
  X86	
  32-­‐bit	
  Linux	
  
–  128:	
  PPC	
  Linux	
  
–  Aggregate	
  throughput	
  of	
  over	
  1	
  TF	
  

•  Submit	
  from	
  HPC	
  Login	
  nodes	
  
–  SC	
  users	
  can	
  use	
  submit.sc.fsu.edu	
  

•  Two	
  run(me	
  environments	
  supported	
  
–  Vanilla	
  Universe	
  

•  Highly	
  portable	
  
•  No	
  checkpoin(ng	
  

–  Standard	
  Universe	
  (SC	
  users	
  only)	
  
•  Will	
  checkpoint	
  and	
  migrate	
  to	
  like	
  architectures	
  
•  Very	
  robust	
  
•  Must	
  link	
  your	
  code	
  to	
  condor	
  libs	
  (need	
  at	
  least	
  object	
  files)	
  



High	
  Throughput	
  Compu(ng	
  (HTC)	
  
What	
  should	
  I	
  use	
  it	
  for?	
  

•  Long	
  or	
  short	
  running	
  serial	
  process	
  jobs	
  
•  Big	
  (1000	
  plus)	
  job	
  arrays	
  are	
  supported	
  
•  Will	
  not	
  run	
  parallel	
  jobs	
  (use	
  HPC)	
  

•  Will	
  not	
  run	
  interac(ve	
  jobs	
  (use	
  general	
  
purpose	
  clusters)	
  



High	
  Throughput	
  Compu(ng	
  (HTC)	
  
Demonstra(on	
  

Executable = foo!
Log = foo.log!
Queue!

A	
  very	
  simple	
  condor	
  submit	
  file	
  



High	
  Throughput	
  Compu(ng	
  (HTC)	
  
Demonstra(on	
  

•  Live	
  Demonstra(on	
  
•  For	
  a	
  Screen	
  cast	
  demonstra(ng	
  the	
  use	
  of	
  
condor	
  on	
  DSC	
  systems	
  go	
  to:	
  
–  hjp://www.sc.fsu.edu/compu(ng/general-­‐access/batch	
  



High	
  Throughput	
  Compu(ng	
  (HTC)	
  
Gekng	
  Help	
  

•  General	
  Documenta(on	
  (For	
  DSC)	
  including	
  
screen	
  cast	
  
–  hjp://www.sc.fsu.edu/compu(ng/general-­‐access/batch	
  

•  Condor	
  project	
  pages	
  
–  hjp://www.cs.wisc.edu/condor/	
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Interac(ve	
  Cluster	
  
What	
  is	
  it?	
  

•  Interac(ve:	
  gp000	
  to	
  gp003	
  
– 4	
  Single-­‐core	
  Quad	
  socket	
  Intel(R)	
  Xeon	
  2.8	
  GHz,	
  1	
  
GB	
  RAM	
  

•  Interac(ve:	
  gp004	
  
– 1	
  Dual-­‐core	
  Dual	
  socket	
  AMD	
  Opteron	
  2.0	
  GHz,	
  2	
  
GB	
  RAM	
  	
  

•  Batch:	
  gp005-­‐gp020	
  	
  
– 16	
  Single-­‐core	
  Dual	
  socket	
  AMD	
  Opterons	
  2.0	
  GHz,	
  
1	
  GB	
  RAM	
  



Interac(ve	
  Cluster	
  
What	
  should	
  I	
  use	
  it	
  for?	
  

•  Matlab	
  
•  GNUPlot	
  
•  Soeware	
  compila(on	
  with	
  GNU	
  compilers	
  

•  Tecplot	
  
•  Maple	
  

•  COMSOL	
  

•  …	
  



Interac(ve	
  Cluster	
  
Demonstra(on	
  

#!/bin/bash!
# Execute from the current working directory!
#$ -cwd!
# join std error and std out!
#$ -j y!
# commands you want executed!
ls -l /etc/!

A	
  very	
  simple	
  SGE	
  submit	
  script:	
  



Interac(ve	
  Cluster	
  
Demonstra(on	
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FSU’s	
  Shared	
  HPC	
  
What	
  is	
  it?	
  

•  Opened	
  in	
  2007	
  
•  Hardware	
  overview	
  	
  	
  

–  Storage:	
  	
  
•  156	
  TB	
  of	
  Panasas	
  Storage	
  
•  120	
  plus	
  TB	
  of	
  Infiniband	
  connected	
  Storage	
  

–  Cores	
  
•  3972	
  plus	
  

•  IB	
  cluster	
  is	
  in	
  3	
  Parts	
  
–  DDR	
  IB	
  	
  

•  2176	
  Quad	
  Core	
  AMD	
  opterons	
  
•  2	
  GB	
  per	
  core	
  

–  QDR	
  IB	
  Y1	
  
•  512	
  Dual	
  Core	
  AMD	
  opterons	
  
•  2GB	
  per	
  core	
  

–  QDR	
  IB	
  Y4	
  
•  1152	
  12-­‐core	
  AMD	
  opterons	
  
•  2.6	
  GB	
  per	
  core	
  

•  3Leaf	
  Virtual	
  Shared	
  Memory	
  Machine	
  
–  12	
  nodes	
  
–  Total	
  of	
  132	
  cores	
  usable	
  
–  Total	
  of	
  528	
  GB	
  memory	
  usable	
  



FSU’s	
  Shared	
  HPC	
  
What	
  is	
  it?	
  

•  DSC	
  Ownership	
  Share	
  in	
  HPC	
  
–  220	
  Cores	
  
–  23	
  TeraBytes	
  of	
  Storage	
  
–  One	
  log	
  in	
  node:	
  scs.hpc.fsu.edu	
  

•  Job	
  Policy	
  For	
  DSC	
  
–  Max	
  Jobs	
  =	
  10	
  
–  Max	
  procs	
  =	
  128	
  
–  Queue	
  name:	
  “scs_q”	
  

•  General	
  queue	
  access	
  policy	
  
–  Max	
  Jobs	
  =	
  8	
  
–  Max	
  procs	
  =	
  512	
  
–  Queue	
  name:	
  “genacc_q”	
  

•  Backfill	
  queue	
  access	
  policy	
  
–  Max	
  jobs	
  =	
  100	
  
–  Max	
  procs	
  =512	
  
–  Queue	
  name:	
  “backfill”	
  



FSU’s	
  Shared	
  HPC	
  
What	
  should	
  I	
  use	
  it	
  for?	
  

•  Large	
  and	
  small	
  parallel	
  jobs	
  
•  Short	
  (e.g.,	
  <	
  4	
  hours)	
  parallel	
  or	
  serial	
  jobs	
  
•  Jobs	
  that	
  require	
  very	
  low	
  communica(on	
  latency	
  
•  Applica(on	
  areas	
  currently	
  served	
  

–  Biology:	
  Evolu(onary,	
  popula(on,	
  structural	
  Biology	
  
–  Engineering	
  
–  Physics	
  
–  Meteorology	
  
–  Math	
  
–  Chemistry	
  
–  Economics	
  
–  …	
  	
  



FSU’s	
  Shared	
  HPC	
  
Demonstra(on	
  

#!/bin/bash!

#MOAB -l nodes=16       <- request these resources!
#MOAB -j oe             <- combine output and error!
#MOAB -l walltime=120:00   <- specify runtime!
#MOAB -N TRAP-OPENMPI      <- name for this job!

source /usr/local/profile.d/openmpi-gnu.sh!

cd $PBS_O_WORKDIR!
mpirun ./trap-openmpi option1 option2 !

A	
  very	
  simple	
  MOAB	
  submit	
  script:	
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DSC	
  Vislab	
  
What	
  is	
  it?	
  

•  499	
  DSL	
  (Seminar	
  Room)	
  
–  3D	
  (Stereoscopic)	
  Display	
  Wall	
  (8’x18’)	
  
– MRI:	
  Acquisi(on	
  of	
  a	
  Stereographic	
  Projec(on	
  System	
  
to	
  Support	
  Mul(disciplinary	
  Scien(fic	
  Visualiza(on	
  

– Access	
  Grid	
  (mul(-­‐ins(tu(onal	
  A/V	
  conferencing)	
  

•  428	
  DSL	
  (Public	
  Lab)	
  
–  Stereoscopic	
  prototyping	
  worksta(on	
  
–  6	
  Graphics	
  rendering	
  worksta(ons	
  
–  9	
  TB	
  data	
  storage	
  
–  CUDA	
  (NVidia)	
  enabled	
  graphics	
  cards	
  



+	
   DSC	
  VisLab	
  
What	
  should	
  I	
  use	
  it	
  for?	
  

numerical simulations of the associated mechanics. Both discrete and statistically modeled dislocation 

systems are considered. The second project involves the development of multiscale constitutive models 

for active materials for integration into nonlinear control designs for high performance actuator systems. 

This research requires developing accurate reduced-order models based on multiscale material physics. 

Biology:  Dramatic breakthroughs are proving the wisdom of the common saying that the 21st 

century is the “Century of Biology.” From identification of disease genes to atomic structures of 

macromolecular machines, we are gaining unprecedented insights on how biomolecules work.  The 

massive data generated and the groundwork laid by experimental studies are providing unique 

opportunities for computer modeling, which promises to achieve more comprehensive and deeper 

understanding.  The three projects presented here illustrate state-of-the art modeling of proteins as drug 

targets, proteins as motors, and protein structure and function. 

The table below summarizes the computational resources used by the various research projects.  

Additional details regarding the specific research under each area (atmosphere, ocean, engineering, 

biology) follow the table. Each topic header includes the instutional association of the primary 

investigator, and an estimate of the number of graduate students and postdoctal research associates 

expected to use the new facility.  

 

 Storage 

(GBytes) 

Time  

(CPU-hrs) 

Number 

CPUs 

Algorithm or 

code 
Grid/atoms 

Simulation and Modeling of Fire 60 2400 40 Finite-Diff. 170x170x170 

Hurricane Prediction 50 7800 12 Finite-Diff. 150x150x30 

Hurricane Tracking 50 720 30 Finite-Diff. 600x600x50 

Tropical storm genesis and 

developmentT 

1000 1000 SP4/16 Spectral 384x192x27 

Ocean Rossby Waves 500 3500 20 (SP4) NCOM 350x320x60 

Abyssal Ocean Modeling 9000 26000 Opteron/16 HYCOM 1000x1000x32 

Dislocation Modeling 250 600000 128 Multipole 10^5-10^6 

Multiscale Constitutive Modeling 5 10 1 Finite Element 10^6 

Targeting the M2 proton channel 9 1200 1 Multipole  

Biological Machines 8000 12000  Multipole 350000 atoms 

Ribosomal Exit Tunnels 1000 100000 128 PME  

 

1.1 Simulation and modeling of Fire (P. Cunningham, MET, 2 graduate students)  

Understanding the behavior of wildfires and their associated smoke plumes represents a highly 

complex and challenging problem in atmospheric 

dynamics that involves strongly coupled 

interactions between the combustion processes, 

the local atmospheric environment, and terrain 

and vegetation characteristics. Moreover, given 

the threat to life, property and the environment 

posed by wildfires and smoke, this research has a 

potentially significant impact and benefit to 

society, particularly with regard to the 

development of improved models that allow 

firefighters and emergency management 

1.5 Ocean Rossby Waves (S. Morey, COAPS, 1 graduate student + 1 postdocs) 

A series of ocean models based on the Navy Coastal 

Ocean Model (NCOM) are used in research, ranging in 

complexity from idealized geometrical configurations to highly 

realistic domains with resolution less than 1 km. Large-scale 

simulations of the Gulf of Mexico are performed using a roughly 

5km horizontal and 60 vertical layer configuration of the NCOM, 

covering the entire Gulf and northwestern Caribbean Sea. One 

year of model data saved every 48 hours requires about 20GB of 

storage. Inter-annual and inter-decadal simulations are also 

performed pushing the data volume toward the half-terabyte range 

[26-29]. 

A topic of some importance is the simulation of bottom-

intensified topographic Rossby waves (TRWs) that have been 

observed along the Sigsbee Escarpment in the Gulf of Mexico. These TRWs have intense currents near 

the ocean bottom that decrease with height, and travel along a steep topographic feature at depths between 

1500m and 3000m. It is hypothesized that these TRWs are formed under intense surface features but then 

propagate away, being decoupled from the surface flow. An ongoing very high-resolution (780x480x80), 

simulation of the Sigsbee Escarpment region, 800m horizontal resolution with 80 layers has been nested 

within the Gulf of Mexico model. The nested model is run when these energetic features are detected in 

the large-scale model to study their spatial structure and behavior. A 20-day simulation with this fine-

scale nested model with output every 6 hours produces 34 GB of data.  

The figure above depicts vertical displacements of subsurface temperature surfaces (22°C in 

green, 15°C in blue, and 10°C in gold) near a continental shelf break (representative of the Nicaragua 

Shelf, but similar to that of the Sigsbee Escarpment) following the passage of a hurricane in an ocean 

model. Visualizing this image in 3D on a large screen display will more clearly impress on the researcher 

the vertical structure of these surfaces.  

1.6 Modeling the Abyssal Ocean Circulation (A. Srinivasan, COAPS, 1 graduate 
student) 

At COAPS, FSU we use the Hybrid Coordinate 

Ocean Model (HYCOM) extensively to understand ocean 

circulation [30]. A sample application deals with the abyssal 

circulation in the Indian Ocean [31]. Upwards of 28 ! 10
6
 

m
3
s

-1
 of cold bottom water is believed to flow northwards 

across the southern boundary of this ocean at 32S, to be 

converted into warm upper waters and to form part of the 

return path for the global conveyor belt. The expected 

magnitude of this number potentially means that the Indian 

Ocean’s contribution to global deep circulation is roughly 

similar to the much larger Pacific Ocean. This surprisingly large estimate has evoked a vigorous debate in 

the community, which has resulted in a broad range of estimates. The key to reducing the uncertainties is 

twofold. First, understand the pathways and processes involved in the deep Indian Ocean circulation. 

Second, answer questions such as how and where incoming bottom waters are converted into warm 

lighter waters and exported back from the Indian Ocean. This is a particularly difficult problem because 

the Indian Ocean topography is very complex. The ocean is divided into multiple smaller basins by ridge 

systems. The fissures and saddles on the ridges steer, mix and allows inter-basin exchange of water.  

1.5 Ocean Rossby Waves (S. Morey, COAPS, 1 graduate student + 1 postdocs) 

A series of ocean models based on the Navy Coastal 

Ocean Model (NCOM) are used in research, ranging in 

complexity from idealized geometrical configurations to highly 

realistic domains with resolution less than 1 km. Large-scale 

simulations of the Gulf of Mexico are performed using a roughly 

5km horizontal and 60 vertical layer configuration of the NCOM, 

covering the entire Gulf and northwestern Caribbean Sea. One 

year of model data saved every 48 hours requires about 20GB of 

storage. Inter-annual and inter-decadal simulations are also 

performed pushing the data volume toward the half-terabyte range 

[26-29]. 

A topic of some importance is the simulation of bottom-

intensified topographic Rossby waves (TRWs) that have been 

observed along the Sigsbee Escarpment in the Gulf of Mexico. These TRWs have intense currents near 

the ocean bottom that decrease with height, and travel along a steep topographic feature at depths between 

1500m and 3000m. It is hypothesized that these TRWs are formed under intense surface features but then 

propagate away, being decoupled from the surface flow. An ongoing very high-resolution (780x480x80), 

simulation of the Sigsbee Escarpment region, 800m horizontal resolution with 80 layers has been nested 

within the Gulf of Mexico model. The nested model is run when these energetic features are detected in 

the large-scale model to study their spatial structure and behavior. A 20-day simulation with this fine-

scale nested model with output every 6 hours produces 34 GB of data.  

The figure above depicts vertical displacements of subsurface temperature surfaces (22°C in 

green, 15°C in blue, and 10°C in gold) near a continental shelf break (representative of the Nicaragua 

Shelf, but similar to that of the Sigsbee Escarpment) following the passage of a hurricane in an ocean 

model. Visualizing this image in 3D on a large screen display will more clearly impress on the researcher 

the vertical structure of these surfaces.  

1.6 Modeling the Abyssal Ocean Circulation (A. Srinivasan, COAPS, 1 graduate 
student) 

At COAPS, FSU we use the Hybrid Coordinate 

Ocean Model (HYCOM) extensively to understand ocean 

circulation [30]. A sample application deals with the abyssal 

circulation in the Indian Ocean [31]. Upwards of 28 ! 10
6
 

m
3
s

-1
 of cold bottom water is believed to flow northwards 

across the southern boundary of this ocean at 32S, to be 

converted into warm upper waters and to form part of the 

return path for the global conveyor belt. The expected 

magnitude of this number potentially means that the Indian 

Ocean’s contribution to global deep circulation is roughly 

similar to the much larger Pacific Ocean. This surprisingly large estimate has evoked a vigorous debate in 

the community, which has resulted in a broad range of estimates. The key to reducing the uncertainties is 

twofold. First, understand the pathways and processes involved in the deep Indian Ocean circulation. 

Second, answer questions such as how and where incoming bottom waters are converted into warm 

lighter waters and exported back from the Indian Ocean. This is a particularly difficult problem because 

the Indian Ocean topography is very complex. The ocean is divided into multiple smaller basins by ridge 

systems. The fissures and saddles on the ridges steer, mix and allows inter-basin exchange of water.  

The simulated system consisted of the M2 transmembrane domain (M2-TMD), the protonated 

amantadine molecule, two sodium ion molecules, and 110 DMPC lipid molecules, hydrated bilayer with 

5168 TIP3P [49, 50] water molecules.  Initially the M2-TMD was placed in the hole at the center of the 

pre-equilibrated bilayer (55 DMPC molecules on each leaflet) [50], and the amantadine molecule was 

placed on the plane of Ser31 of M2-TMD, which is the center of possible drug binding sites according to 

the reported amantadine resistance (Val27, Ala30, Ser31, and Gly34). The Figure was created with VMD 

[51] 

1.10 Biological Machines (W. Yang, SCS, 3 graduate students + 3 postdocs) 

The development and application of biomolecular simulation methods has been a valuable tool in 

elucidating functional mechanisms of various biological machines, such as DNA repair enzymes, which 

are responsible for searching and cleaving the damaged DNA base to avoid various serious lethal diseases 

[52, 53]. Computer simulations are based on rigorous theoretical algorithms [54, 55], although the 

interpretations and the analyses are largely intuition-driven. During this process of translating the 

simulation results into the biological explanations, computer visualization of 3D structures or dynamic 

trajectories plays a pivotal role. As shown in the figure to the left, 

an appropriate orientation and viewing angle will provide a better 

understanding of how DNA repair enzymes recognize the damage 

base oxoG versus the natural base Guanine (G). Being limited to 

2D representations of these structures or trajectories makes it more 

difficult to develop intuition regarding these molecules. For 

instance, biological machines have a unique multi-scale coupling 

feature, which can guarantee the close connection between a local 

hot spot motion (with a few atoms) and a large global motion (a 

few thousands atoms). Representing this as a 2D projection makes 

it very difficult to locate this local region after watching its 

induced global changes, because in such a representation, the 

target atoms are overlapped with a huge number of background 

atoms. The lack of 3D facilities represents a significant bottleneck 

to data exploration and as a consequence stifles discoveries, leading to analysis times that are 

substantially longer than the simulation time.  Ironically, the field of biology has greatly invested in the 

tools needed to optimize the simulation efficiency. Access to a local 3D visualization facility will greatly 

contribute to productivity and will likely motivate more high profile discoveries in biomedical research. 

1.11 Ribosomal Exit Tunnels (H. Nymeyer, SCS, 2 graduate students, 1 postdoc) 

The Ribosome is the fundamental cellular machine responsible 

for translation—building protein molecules from the information 

transmitted in messenger RNA. The protein molecule is a polymer of 

amino acid residue constructed one amino acid at a time.  As the 

nascent protein undergoes construction, it threads its way through an 

exit tunnel (see figure to the left) in the 50S subunit of the Ribosome 

and into the cytoplasm. The intrinsic complexity of the exit tunnel [56] 

makes visualization difficult. The exit tunnel has been a focus of study 

for several reasons. First, the nascent peptide may form structure in the 

tunnel, and this structure might be important for protecting the chain 

from proteolytic degradation by delaying its exit. Second, some nascent 

proteins have special signal sequences, which bind to the exit tunnel 

and trigger conformational changes leading to binding to the 

translocon. And third, numerous antibiotics appear to function by 

binding to the exit tunnel and physically blocking the peptide exit or 

These questions are currently under investigation, using a high resolution HYCOM, configured 

for the Indian Ocean. The model has approximately 1000x1000 horizontal grid points with 8.5km average 

resolution with 32 vertical layers. The model requires 2 hours for one model day on a 16 CPU 2.2 GHZ 

Opteron machine and produces 1.3 GB of daily output. The model will be integrated for about 20 years. 

At present, model output is visualized through the generation of movies of 2D plots for each depth level. 

Applications for particle advection based on the model output have been developed and will be used to 

infer flow pathways in a way that minimizes the effort required to analyze the model data. Stereographic 

3D visualization of these complex flow and mixing patterns will provide a better understanding of the 

ocean circulation and the physical process driving the circulation and will also provide an efficient means 

to mine the enormous amount of data generated by ocean models. Software for rendering the flow 

patterns has been developed at NRL. A typical example of a 3D rendering is shown in the figure above. 

1.7 Dislocation modeling (A. El-Azab, Mech. Eng./SCS, 4 graduate students) 

This effort investigates the evolution of large 

dislocation ensembles in deforming crystals, critical to 

understanding mesoscale deformation physics in metals [32-

35]. Dislocations, which are linear crystal defects, increase in 

density and form complex density patterns as the crystal 

deforms under external stress. These patterns control the 

course of plastic deformation and the onset of fracture in 

materials. Statistical models of dislocations are solved 

concurrently with the crystal mechanics. Large-scale 

simulations of discrete dislocation systems, statistical 

analyses of large datasets (~250 Gbytes) generated by such 

simulations, and intensive finite-element simulations of the 

mechanics and deformation of crystals in which the 

dislocations reside are performed. The figure to the left shows 

a typical simulation result of 3D dislocation lines in a 5 micrometer crystal. The statistical analysis of 

such data is based on the concepts of stochastic fiber processes, and it includes computing the line density 

and line-line correlation in real and orientation space. 

The ultimate goal of both the simulations and the analysis is to develop models that can be used 

to effectively simulate the dislocation system behavior and mesoscale deformation of crystals.  Model 

development, however, requires good visualization capabilities that allow the detection of micro-level 

details of the dislocation line arrangements in deforming crystals. For example, thanks to modern 

visualization capabilities, simulations have recently been used to show that dislocation junctions can 

involve more than two dislocations of differing Burgers vector (see figure). For almost 70 years, the 

belief was that junctions only involve two dislocations. This new physics is now changing the way 

dislocations are being simulated and will change the continuum modeling representation of dislocation 

systems. Dislocation simulations, however, involve many other complex processes of strong geometric 

character, which require the continuous improvement of the visualization capabilities used in conjunction 

with the numerical simulations. Clearly, a 3D representation of the above figure would greatly enhance 

comprehension. 

1.8 Multi-scale constitutive modeling (W. Oates, Mech. Eng.,1 graduate student) 

Ferroelectric 2D and 3D nanostructures have emerged as a potential candidate for developing 

next generation active nanoscale systems for applications such as drug delivery [36, 37], nanofabrication 

[38], detection of biological pathogens [39, 40], etc. However, according to the International ferroelectric 

random access memory (FRAM) "Roadmap", next generation FRAM will require 3D structures by 2007 

to accommodate the required capacitance [41]. As a result, 3D ferroelectric nanostructures such as 

nanorods, nanotubes and nano-ribbons are being developed at breakneck speed [42]. Models that can 

accurately and efficiently predict nanoscale material behavior in these heterogeneous nanoscale structures 

are critical to utilize these systems in applications effectively.  

Previous computational modeling has focused on homogenization techniques to improve 

efficiency so that effective continuum models can be integrated into finite-element formulations for active 

material actuator development and nonlinear model-based control [43]. This approach has focused on 

smaller computations using phenomenological constitutive models and integration into nonlinear finite 

element models.  These computations are focused on modeling domain structures in ferroelectric thin 

films which requires a grid resolution of approximately 1-10 nm over a square region with length 1 

micron and 200 nm thick. Whereas this model has provided reasonable predictions of the nonlinear and 

hysteretic constitutive behavior, the approach raises questions on the validity of how mesoscale field 

distributions correspond to underlying defect structures, which has motivated new research in integrating 

atomistic and quantum-based models into the continuum model.  Current collaborations with Dr. Milen 

Kostov in the Department of Chemical and Biomedical Engineering at FSU are focused on incorporating 

density functional theory (DFT) calculations of ferroelectric lattice defects into an effective continuum. A 

24-node Opteron 275 model cluster has been assembled in the College of Engineering to conduct these 

computations using ABINIT [44] and PWscf [45] code packages. 

New homogenized energy models that utilize DFT to develop an effective continuum are 

expected to shed new light on the underlying material physics. However, the interaction between various 

types of defects (lattice defects, domain walls, grain boundaries, etc.) and how they may promote or 

inhibit high performance active material behavior is difficult to visualize.  The use of stereographic 

projection could significantly facilitate the model development. For example, visualizing how a 

ferroelectric domain wall moves across a lattice defect, electrode interface, grain boundary or free surface 

may lead to new insights on how domains evolve in heterogeneous structures and how cracks form in 

these materials. These relations are critical in enhancing performance and improving reliability in active 

micro and nanoscale materials and devices. 

1.9 An anti-influenza virus drug targeting the M2 proton channel (H. Zhou, SCS, 4 
graduate students + 2 postdocs) 

The advances in computing power enable ever more realistic simulations of biological systems of 

increasing complexity. Unfortunately, this new ability has also led to a new bottleneck: the analyses of the 

large amounts of data to gain biological insight. This bottleneck is illustrated by the molecular dynamics 

(MD) simulation of a drug molecule – amantadine – interacting with 

the M2 proton channel on the influenza virus. To ensure a realistic 

simulation, lipid molecules and water molecules are added to the mix. 

The biological interest is the interaction between the drug molecule 

and the relevant portions of the channel protein [46-48]. However, the 

overwhelming number of atoms of the simulated system obscures the 

analysis of the interaction. It becomes unclear what quantities should 

be calculated to best represent the interaction. 

Visualizing the data in 3D will directly address this analysis 

bottleneck. It will allow the investigator to zoom in on the region of 

interest and form intuitive insights into the problems at hand. Once 

insights and hypotheses are formed, automated analyses can be carried 

out. As a result, the analysis cycle can be significantly reduced with a 

corresponding increase in research productivity. The figure illustrates 

the difficulty of interpretation. It is a snapshot along the MD trajectory 

of the simulated system with all atoms shown. To make the drug molecule of interest visible requires a 

cut-away view. 

"offers	
  a	
  way	
  to	
  see	
  the	
  unseen"	
  	
  



DSC	
  Vislab	
  
What	
  should	
  I	
  use	
  it	
  for?	
  

•  Chekhov	
  (OSX)	
  
– Video	
  edi(ng	
  (Final	
  Cut	
  Studio)	
  
– Graphic	
  Design	
  (Omnigraffle)	
  

•  Borg	
  (Windows)	
  
– Stereo	
  Visualiza(on/Prototyping	
  
– Movie	
  Rendering	
  

•  Kirk,	
  Spock,	
  Uhura,	
  Bones,	
  Worf	
  (Linux)	
  
– Data	
  Interroga(on	
  (Avizo,	
  ParaView,	
  VisIt,	
  VMD,	
  …)	
  
– GPU	
  Compu(ng	
  



DSC	
  Vislab	
  
Gekng	
  Help	
  

•  General	
  Informa(on	
  
–  hjp://www.scs.fsu.edu/twiki/bin/view/Compu(ng/VisCluster	
  

•  Stereoscopic	
  Visualiza(on/Movies	
  
–  hjp://www.scs.fsu.edu/twiki/bin/view/Compu(ng/VislabPowerWall	
  

–  hjp://www.scs.fsu.edu/twiki/bin/view/Compu(ng/VislabStereoWorksta(ons	
  

•  Lab	
  Access	
  
– For	
  user	
  account	
  see	
  TSG’s	
  User	
  Management	
  
page	
  

– For	
  key	
  card	
  access	
  see	
  Anne	
  Johnson	
  



Summary	
  of	
  DSC	
  Compu(ng	
  Resources	
  

HTC	
   Interac-ve	
   HPC	
   Scien-fic	
  Vis	
  

Total	
  CPUs	
   Variable	
  as	
  much	
  
as	
  1000	
  

20(interac(ve)/
32(batch)	
  

3000	
  plus	
   4	
  +	
  
worksta(ons	
  

Max	
  CPUs	
   400	
   4	
  jobs	
   640	
  (w/	
  GA)	
   N/A	
  

Max	
  run(me	
   No	
  limit	
   8	
  hours/
process	
  

90	
  days	
   N/A	
  

Scheduler	
  	
   Condor	
  	
   SGE	
   MOAB/Torque	
   N/A	
  

Environ.	
   Serial	
   Serial+Threads	
   Parallel	
   Serial+Threads	
  

Login	
  node	
   HPC	
  login	
  nodes	
  
submit.sc.fsu.edu	
  

pamd,	
  dsk…	
   scs.hpc.fsu.edu	
   N/A	
  

Password	
   HPC	
  and	
  FSU	
   FSU	
   HPC	
   DSC	
  

Example	
  use	
   Large	
  serial	
  job	
  
array	
  

Matlab,	
  Maple,	
  
TechPlot	
  

Large	
  parallel	
  
job	
  using	
  MPI	
  

Visualiza(on	
  of	
  
3D	
  data,	
  
graphic	
  
rendering	
  



+	
   Systems	
  Support	
  

•  Technical	
  Support	
  Group	
  
•  HPC	
  group	
  
•  Graduate	
  Assistants	
  

The	
  key	
  to	
  everything	
  



Systems	
  Support	
  in	
  General	
  
Gekng	
  Help	
  

•  HPC	
  Resources:	
  
–  support@hpc.fsu.edu	
  

•  DSC	
  Resources:	
  
–  ops@sc.fsu.edu	
  

•  Your	
  contact	
  informa(on	
  
–  username	
  
–  Email	
  	
  
–  telephone	
  

•  Full	
  descrip(on	
  of	
  problem	
  
–  Where	
  did	
  it	
  happen	
  (hostname)	
  
–  When	
  did	
  it	
  happen	
  
–  What	
  happened	
  
–  Error	
  messages	
  given?	
  
–  Can	
  you	
  repeat	
  the	
  problem?	
  


